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We present a simple class of mechanical models where a canonical degree of freedom interacts with another one with a negative kinetic term, i.e., with a ghost. We prove analytically that the classical motion of the system is completely stable for all initial conditions, notwithstanding that the conserved Hamiltonian is unbounded from below and above. This is fully supported by numerical computations. Systems with negative kinetic terms often appear in modern cosmology, quantum gravity, and high energy physics and are usually deemed as unstable. Our result demonstrates that for mechanical systems this common lore can be too naive and that living with ghosts can be stable.
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## Ghosts

are dynamical degrees of freedom with negative mass i.e. kinetic energy unbounded from below

Why are we interested in ghosts?

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

Renormalisation / quantisation of Gravity (Stelle, 1977)
$S=\int M_{\mathrm{Pl}}^{2} R+\alpha R^{2}+\beta W_{\mu \nu \sigma \lambda} W^{\mu \nu \sigma \lambda}$, Weyl tensor $W=\partial \partial g$

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

Renormalisation / quantisation of Gravity (Stelle, 1977)
$S=\int M_{\mathrm{Pl}}^{2} R+\alpha R^{2}+\beta W_{\mu \nu \sigma \lambda} W^{\mu \nu \sigma \lambda}$, Weyl tensor $W=\partial \partial g$
$\theta$
Questions related to entropy and thermodynamics

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

Renormalisation / quantisation of Gravity (Stelle, 1977)
$S=\int M_{\mathrm{Pl}}^{2} R+\alpha R^{2}+\beta W_{\mu \nu \sigma \lambda} W^{\mu \nu \sigma \lambda}$, Weyl tensor $W=\partial \partial g$
Questions related to entropy and thermodynamics
Is it possible to screen gravity?

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

Renormalisation / quantisation of Gravity (Stelle, 1977)
$S=\int M_{\mathrm{Pl}}^{2} R+\alpha R^{2}+\beta W_{\mu \nu \sigma \lambda} W^{\mu \nu \sigma \lambda}$, Weyl tensor $W=\partial \partial g$
Questions related to entropy and thermodynamics
Is it possible to screen gravity?
Is it possible to screen the Cosmological Constant or the energy of quantum vacuum?

## Why are we interested in ghosts?

Interesting cosmology: Phantom Dark Energy - super accelerated universe with $\dot{H}>0$, Bouncing universe etc. Inflation with blue spectrum of gravity waves

Higher derivative systems have ghosts due to the Ostrogradsky theorem (1848)
jerk ( $\dddot{x}$ ) equations are the minimal setting for solutions showing chaotic behaviour (electronic circuits (!) e.g. Chua's circuit )

Renormalisation / quantisation of Gravity (Stelle, 1977)
$S=\int M_{\mathrm{Pl}}^{2} R+\alpha R^{2}+\beta W_{\mu \nu \sigma \lambda} W^{\mu \nu \sigma \lambda}$, Weyl tensor $W=\partial \partial g$
Questions related to entropy and thermodynamics
Is it possible to screen gravity?
Is it possible to screen the Cosmological Constant or the energy of quantum vacuum?

Can gravitons be massive? (Boulware-Deser ghost, 1972, dRGT etc.)
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the motion is finite is bounded in phase space -
"Global Stability"


Aleksandr Mikhailovich Lyapunov
Lyapunov Stability
means that solutions starting
"close enough"
(within a distance $\delta$ from each other) remain "close enough" forever (within a distance $\epsilon$ from it).
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How Unstable?
$H=\frac{P^{2}}{2}+\frac{Q^{2}}{2}$
$\Theta\left(\frac{p^{2}}{2}+\frac{\omega^{2} q^{2}}{2}\right)$

How Unstable?

$$
\begin{aligned}
& H=\frac{P^{2}}{2}+\frac{Q^{2}}{2}+\frac{\lambda}{2} q^{2} Q^{2} \\
& -\left(\frac{p^{2}}{2}+\frac{\omega^{2} q^{2}}{2}\right)
\end{aligned}
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Figure 2: The growth of the logarithm of the energy of the observer is depicted
for $\lambda=4, \omega=2.3$ and vacuum initial data (8) and (9).


Figure 3: The growth of the logarithm of the energy of the observer is depicted for $\lambda=2.35, \omega=2.3$ and vacuum initial data (8) and (9). Here we see that the instability arises only much later after around a 100 of the periods of oscillation for the observer.
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## Why is it stable?
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## What is the black magic?
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Is there any symmetry behind this conserved quantity $C$ ?

## Par J. LIOUVILLE.
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## System always evolves in a finite region of phase space

## Lyapunov Stability

$$
\mathscr{E}=C-H=\Sigma+\left(y^{2}-x^{2}\right) V_{I}(x, y)
$$

where
$\Sigma=K^{2}+\frac{1}{2}\left(p_{x}^{2}+x^{2}\right)+\frac{1}{2}\left(p_{y}^{2}+y^{2}\right)$


Aleksandr Mikhailovich Lyapunov
The General Problem of the Stability of Motion, Doctoral dissertation, Kharkov U. 1892

## Lyapunov Stability
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O for $\lambda\left(y^{2}-x^{2}\right)<0$ this first integral
$\mathscr{E}>\Sigma+\lambda\left(y^{2}-x^{2}\right)=K^{2}+\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}\right)>0$ for $|\lambda|<1 / 2$

## Lyapunov Stability

$$
\mathscr{E}=C-H=\Sigma+\left(y^{2}-x^{2}\right) V_{I}(x, y)
$$

where
$\Sigma=K^{2}+\frac{1}{2}\left(p_{x}^{2}+x^{2}\right)+\frac{1}{2}\left(p_{y}^{2}+y^{2}\right)$
$\bigcirc$ at the origin $\mathscr{E}(0)=0$
for $\lambda\left(y^{2}-x^{2}\right)>0$ this first integral is positive,

Aleksandr Mikhailovich Lyapunov
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O for $\lambda\left(y^{2}-x^{2}\right)<0$ this first integral
$\mathscr{E}>\Sigma+\lambda\left(y^{2}-x^{2}\right)=K^{2}+\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+\omega_{x}^{2} x^{2}+\omega_{y}^{2} y^{2}\right)>0$ for $|\lambda|<1 / 2$
$\mathscr{E}$ is a Lyapunov function so that the system is stable at the origin for $|\lambda|<1 / 2$
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$$
p=i \bar{p} \quad x=-i \bar{x}
$$

$$
\bar{H}=-\frac{\bar{p}^{2}}{2}+\frac{1}{4} \cos \bar{x}
$$

## Does "imagination" matter for stability?
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## (Lagrange) stable ghosty systems
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## New large class of

## (Lagrange) stable ghosty systems

$$
H_{L V}=\frac{p_{x}^{2}}{2}-\frac{p_{y}^{2}}{2}+V_{L V}(x, y)
$$

Condition for stability:

$$
c>0
$$

$$
V_{L V}=\frac{f(u)-g(v)}{u^{2}+v^{2}}
$$

$$
u^{2}=\frac{1}{2}\left(r^{2}-c+\sqrt{\left(r^{2}-c\right)^{2}+4 c x^{2}}\right)
$$

$$
v^{2}=-\frac{1}{2}\left(r^{2}-c-\sqrt{\left(r^{2}-c\right)^{2}+4 c x^{2}}\right)
$$

$$
r^{2}=x^{2}-y^{2}
$$

## what is the black magic?



## what is the black magic?



Another first Integral

## what is the black magic?



Another first Integral

$$
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\begin{aligned}
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## Another fírst Integral

"Energy" "Positive Definite Kinetic Energy" "Potential Energy"
$J_{L V}=\left(x p_{y}+y p_{x}\right)^{2}+\frac{c}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+\mathscr{U}$

$$
\mathscr{U}(u, v)=\frac{\left(2 u^{2}+c\right) g(v)+\left(2 v^{2}-c\right) f(u)}{u^{2}+v^{2}}
$$
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# Kolmogorov-Arnold-Moser (KAM) theorem 

Small structural changes do not jeopardise the stability and finiteness of motion

## Why have not we seen

 such systems so far in nature?

Ihanks a lot for attention!

